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Political elites use language to shift the public debate 
and to persuade and motivate voters (Lakoff, 2004). 
Moral language is particularly powerful, as voters 
respond especially strongly to moral language from 
elites (Clifford & Jerit, 2013). Once people connect an 
issue to their moral values, they are more likely to act 
to be sure their side prevails, be it by persuasion, voting, 
protesting, or—in extreme cases—violence (Skitka & 
Mullen, 2002). Indeed, morality is so strong a motivator 
that it can sometimes justify any means to a moral end 
(Fiske & Rai, 2015; Skitka, 2010).

Despite the significant consequences of morality, the 
use of moral language by political elites is poorly 
understood. Research has largely focused on ideologi-
cal differences in moral-language use using the theoreti-
cal framework of moral-foundations theory (Haidt & 
Graham, 2007), which posits five moral domains (foun-
dations) said to constitute the basic building blocks of 
morality across cultures. The individualizing foundations 
of harm and fairness concern individual rights and well-
being, whereas the binding foundations of loyalty, 
authority, and purity concern adherence to norms that 
maintain group cohesion. In the United States and else-
where, both liberal and conservative members of the 
public rate the individualizing foundations as morally 
relevant, although liberals endorse them somewhat 

more strongly. In contrast, the binding foundations are 
endorsed much more strongly by conservatives than 
liberals (Graham, Haidt, & Nosek, 2009).

For elite communication, however, there is not a 
consistent pattern of ideological differences in moral-
language use. For example, in U.S. Senate debates on 
abortion from 1989 to 2006, Republicans used more 
purity-related language and more fairness-related lan-
guage than did Democrats (Sagi & Dehghani, 2014). In 
four months of Twitter posts from 2014, more liberal 
members of Congress used more moral language related 
to every foundation except authority, which was refer-
enced more by conservative legislators (Sterling & Jost, 
2017). However, in New York Times op-ed articles on 
stem-cell research (published 1999–2010), harm-related 
language was used more by writers taking the liberal 
position (i.e., supporting stem-cell research), and 
purity-related language, though rare overall, was used 
exclusively by writers taking the conservative position 
(Clifford & Jerit, 2013). Finally, in political texts (includ-
ing State of the Union addresses, speeches from the House 
and Senate floors, and party platforms), associations 
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between ideology and moral-language use were incon-
sistent and dependent on the specific dictionaries used 
to assess moral language (Frimer, 2020).

These mixed results might arise for several reasons. 
First, dictionary-based word counting was used in many 
studies to assess moral-language use (this was the case 
for every study described above except Sagi & Dehghani, 
2014). Especially when dictionary words are uncom-
mon, word counting can produce unreliable results that 
are highly sensitive to the exact words included (Garten 
et al., 2018). Second, researchers often examined rheto-
ric around specific issues, which may introduce issue-
specific differences (e.g., liberals may use moral language 
for some issues more often than conservatives, and vice 
versa). Finally, no research has examined whether 
moral-language use by elites changes over time, as 
features of the political environment change. One par-
ticularly important feature of the environment is political 
power—that is, whether a political party controls the 
executive or legislative branches of government. It may 
be that as parties gain and lose control of branches of 
government, their members change the moral language 
they use. If this is the case, then research examining 
moral-language use in different time periods would not 
necessarily be expected to show consistent results.

Political Power and Moral Language

There are several reasons to think that less power might 
lead to changes in moral language and, specifically, to 
greater use of such language. First, research on social 
identity (Tajfel & Turner, 1986) has found that threat-
ened groups (in this case, the minority party) will be 
particularly motivated to defend their group identity 
(Branscombe & Wann, 1992). Using moral language is 
one way to do this: It can bolster a threatened group 
identity by elevating in-group values to sacred princi-
ples and casting out-group members as irredeemably 
wicked (Fiske & Rai, 2015; Graham & Haidt, 2012). 
Second, research on integrative complexity (Tetlock, 
1986) has found that minority-party members generally 
show lower integrative complexity in their public state-
ments than do majority-party members (Suedfeld, 2010). 
Although integrative complexity and morality are dis-
tinct, they share some characteristics: Low integrative 
complexity is characterized by black-and-white think-
ing and a rejection of compromise, just as morality is 
(Baron & Spranca, 1997; Tetlock, Kristel, Elson, Green, 
& Lerner, 2000). Finally, parties have a strategic incen-
tive to use moral language when they need to mobilize 
their supporters to regain a majority, because moral 
language is particularly effective at increasing message 
transmission (Brady, Wills, Burkart, Jost, & Van Bavel, 
2019; Brady, Wills, Jost, Tucker, & Van Bavel, 2017) and 

motivating supporters (Ryan, 2014; Skitka & Bauman, 
2008).

The Current Research

In the current research, we examined (a) whether U.S. 
political elites show ideological differences in moral-
language use and (b) whether these differences vary 
over time—in particular, whether they change as parties 
gain and lose power. In Study 1, we examined the 
complete set of Twitter posts made by all accounts 
belonging to U.S. members of Congress in the 2-year 
period beginning in January 2016. In Study 2, we exam-
ined all speeches made on the floor of the House and 
Senate in the 97th to 114th Congresses (1981–2017). In 
each corpus, we assessed how much Democrats and 
Republicans used language relevant to the domains 
proposed by moral-foundations theory (harm, fairness, 
loyalty, authority, and purity) and how this varied with 
shifts in political power.

Study 1

In Study 1, we analyzed the public tweets posted by 
accounts belonging to members of the U.S. Congress 
(i.e., the House of Representatives and the Senate). 
Nearly every member of Congress has a Twitter account, 
and many have a large number of followers (users who 
have subscribed to see another user’s tweets). In our 
data set, for example, the most-followed account (Bernie 
Sanders) had more than 7 million followers, but even 
the median account had more than 20,000. Conse-
quently, Twitter is a powerful tool for politicians to rally 
supporters and communicate with the public, and 
tweets from elected representatives are a natural way 
to examine the moral language used by political elites.

Method

Data and code availability. All R scripts are available 
at https://github.com/yoelinbar/moral-language, and all 
data are available at https://dataverse.harvard.edu/data 
set.xhtml?persistentId=doi:10.7910/DVN/FQ8MIL. 
Because of copyright restrictions, the full tweet text is not 
included. Full text for any tweet can be retrieved using 
Twitter’s application programming interface (API) and 
the globally unique identifier (GUID) for the tweet in the 
data file.

Tweet collection and cleaning. We obtained the offi-
cial Twitter accounts for members of the 114th and 115th 
Congresses (from https://gwu-libraries.github.io/sfm-ui/
posts/2017-05-23-congress-seed-list) and verified the list 
with Web searches. Using a set of Python scripts and the 
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Tweepy library, we used Twitter’s API to collect all origi-
nal tweets (i.e., omitting those marked by Twitter as 
retweets) posted by these accounts from January 1, 2016, 
to January 31, 2018, inclusive. We cleaned tweets using a 
Python script that removed manual retweets (i.e., text fol-
lowing the strings “RT:” or “MT:”), URLs, and punctuation. 
We removed tweets from eight accounts that had posted 
fewer than 50 tweets each because we thought they might 
cause estimation problems in our mixed-effects models. 
(All these removals are documented in the R script.) Dic-
tionary similarity scores (see below) could not be com-
puted for 2,701 cleaned tweets (these tweets were almost 
entirely nonwords that had been hashtags, e.g., “VA10,” 
“WhyWeMarch,” or “FlyEaglesFly”). Our final sample com-
prised 687,360 tweets from 578 unique accounts: 385,206 
from Democratic members of Congress (n = 261) and 
302,154 from Republicans (n = 317).

Moral-language analysis. A major difficulty in exam-
ining naturally occurring moral-language use is that it is 
difficult to measure at scale. Human coders are consid-
ered the gold standard of natural-language analysis, but 
human-coding hundreds of thousands of texts is infeasi-
ble. Automated text analysis by word counting (as imple-
mented by, e.g., the Linguistic Inquiry and Word Count 
[LIWC] software) is an attractive alternative to human 
coding but is limited in different ways. Most problemati-
cally, researchers must specify the entire dictionary of 
words or word stems that match a concept. If the diction-
ary coverage is too narrow, important parts of the con-
cept will be omitted, and the text will not match when it 
should. But if the coverage is too broad, the text will 
match when it should not. And because word-counting 
software does not know what words mean, only what 
they look like, including more terms can easily lead to 
false positives (e.g., “happ*” matches “happy” and “happi-
ness” but also “happened” and “happenstance”). This prob-
lem is exacerbated for short texts, such as tweets (which 
were until recently limited to 140 characters and are cur-
rently limited to 280), in which the large majority of texts 
might contain no dictionary words at all (Garten et  al., 
2018). Especially for dictionaries comprising mainly low-
frequency words (as is the case for the moral-foundations 
dictionaries), researchers’ subjective judgments about 
whether a term should be included can have a large influ-
ence on results.

In the present research, we avoided these limitations 
by using a text-analysis technique built on a distributed-
language model. Distributed-language models, which 
derive from a long tradition of research in computa-
tional linguistics, cognitive psychology, and computer 
science (Landauer & Dumais, 1997; Osgood, Suci, & 
Tannenbaum, 1957; Rogers & McClelland, 2004; Salton, 
Wong, & Yang, 1975), encode word meaning as a point 

in a many-dimensional space. Semantically similar 
words (e.g., car and automobile) are close to each other 
in this space. Each word’s location in space is described 
by an n-dimensional vector of real numbers (where  
n = the number of dimensions in the space), and math-
ematical operations on these vectors are meaningful. 
The method we used, called distributed dictionary rep-
resentations (DDR; Garten et  al., 2018), combines a 
small researcher-specified dictionary of terms repre-
senting a concept with a distributed-language model. 
Averaging the normalized vectors for each word in the 
dictionary produces a single composite representation 
of the dictionary’s meaning. In the same way, the words 
in a text (in this case, a tweet) can be combined into a 
composite representation. Finally, the similarity between 
the text and the dictionary can be computed by cosine 
similarity (scores range from −1 to 1, with higher values 
reflecting greater similarity). Importantly, the text need 
not contain any of the dictionary words for similarity 
to be computed. For example, a text containing “car” 
might be considered highly similar to a dictionary con-
sisting of “automobile,” “auto,” and “vehicle.” This means 
that dictionaries can be short but still cover a concept 
well, and texts can be short but still be considered simi-
lar to a dictionary. This eliminates the two major short-
comings of word-counting approaches. In validation 
studies comparing automated methods to human coders, 
this method was substantially more accurate than word 
counting (Garten et al., 2018).

We used moral-foundations dictionaries developed 
and validated by Garten et al. (2018) in combination 
with a publicly available distributed-language represen-
tation (https://code.google.com/p/word2vec/) trained 
on approximately 100 million words from Google News 
articles (Mikolov, Sutskever, Chen, Corrado, & Dean, 
2013). We used the ddr Python module developed by 
Garten et al. (2018) to compute the semantic similarity 
between each tweet and short dictionaries representing 
positive and negative aspects (“virtue” and “vice”) of 
each of the moral foundations (see Table 1). For each 
tweet, we therefore had 10 values representing the simi-
larity between the tweet and the positive and negative 
aspects of each foundation.

Results

Language-model validation. In a validation study 
looking specifically at moral-language use on Twitter, 
DDR with these dictionaries showed the highest agree-
ment with human coders of any automated method tested 
(Garten et al., 2018). In particular, it substantially outper-
formed word counting using the full moral-foundations 
dictionary (Graham et al., 2009).1 We conducted a similar 
validation comparing a subset of the tweets in our sample 

https://code.google.com/p/word2vec/
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with ratings given by human coders, and we found that 
DDR with these dictionaries showed substantial agree-
ment with human ratings (mean F1 score = .865; for full 
details, see the Supplemental Methods section in the Sup-
plemental Material available online). Table S7 in the Sup-
plemental Material shows, separately for Democrats and 
Republicans, the tweets in our sample that DDR identi-
fied as expressing each foundation and aspect most 
strongly.

Analytic strategy. We used DDR to compute the simi-
larity of each tweet to each foundation and aspect; these 
similarity scores were our primary dependent variables. 
To account for nonindependence of observations (i.e., 
multiple tweets from the same username), we used mixed-
effects models for most of our analyses. Except where 
otherwise noted, we used the lme4 package (Bates, 
Mächler, Bolker, & Walker, 2015) with restricted maximum 
likelihood estimation to fit our models and the lmerTest 
package (Kuznetsova, Brockhoff, & Christensen, 2017) to 
test significance of model coefficients using Satterthwaite-
approximated degrees of freedom. These analyses were 
conducted in R (Version 3.3.2; R Core Team, 2016).

We fitted separate models for each foundation and 
aspect. Thus, for each analysis, we fitted 10 separate 
models. To model nonindependence between multiple 
tweets from the same account, we first added random 
person intercepts in addition to the fixed effects. Exam-
ining residual autocorrelation function (ACF) plots from 
these models showed that there was also substantial 
autocorrelation across days (i.e., model errors from day 
n were correlated with those from day n + 1). To 
account for this autocorrelation, we used the “splines” 
function in R to model a third-order polynomial effect 
of time (i.e., days since January 1, 2016) that was 

allowed to vary randomly by individual (see Verbyla, 
Cullis, Kenward, & Welham, 1999). We also added ran-
dom intercepts for each day. We initially attempted to 
fit these models to the full set of tweets for each foun-
dation and aspect, but no model converged. We there-
fore simplified the data by computing per-day average 
similarity scores for each account; that is, for each foun-
dation and aspect, we treated the mean similarity score 
of all tweets posted on a given day by a given account 
as one observation. These models converged and 
showed acceptably low levels of autocorrelation in the 
residuals.

Our key tests were implemented by dummy variables 
for party, time period, or their interaction. Because mul-
tilevel models are designed to accommodate varying 
numbers of observations between groups (see Snijders 
& Bosker, 2012, p. 56), tests of these dummy variables 
are unbiased despite the fact that we have different 
numbers of observations between different individuals, 
parties, or time periods.

Partisan differences in moral-language use. For 
these analyses, we created a dummy variable for party  
(1 = Democrat, 0 = Republican); statistical tests are of the 
dummy coefficient. Table S1 in the Supplemental Material 
shows tests of the effects of party on moral-language use for 
each moral foundation and aspect. For every foundation 
and aspect, Democrats used moral language more than 
Republicans, all ps < .001 (see Fig. 1). To measure effect 
size, we standardized moral-language scores so that the 
dummy coefficients can be interpreted as the difference in 
scores between Democrats and Republicans, expressed in 
standard deviations (Lorah, 2018). Coefficients (bs) ranged 
from 0.19 (loyalty-virtue) to 0.39 (fairness-vice). Table S2 
and Figure S1 in the Supplemental Material show that this 

Table 1. Central Concerns for Each of the Five Moral Foundations and the Distributed Dictionary Representations (DDR) 
Seed Words Used to Measure Positive (“Virtue”) and Negative (“Vice”) Moral Language Pertaining to Each Foundation

Moral foundation Concerns

DDR seed words

Virtue Vice

Harm Kindness, compassion, 
protection of the helpless 
or innocent

Kindness, compassion, nurture, 
empathy

Suffer, cruel, hurt, harm

Fairness Justice, rights, cooperation, 
reciprocity

Fairness, equality, justice, rights Cheat, fraud, unfair, injustice

Loyalty Patriotism, heroism, fidelity, 
self-sacrifice

Loyal, solidarity, patriot, fidelity Betray, treason, disloyal, traitor

Authority Respect, duty, leadership, 
magnanimity

Authority, obey, respect, tradition Subversion, disobey, disrespect, 
chaos

Purity Chastity, piety, sacredness, 
self-restraint

Purity, sanctity, sacred, wholesome Impurity, depravity, degradation, 
unnatural
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pattern is consistent when predicting moral-language use 
from each individual’s dynamic, weighted nominal three-step 
estimation (DW-NOMINATE) score, a continuous measure of 
ideology based on Congressional voting records (Poole & 
Rosenthal, 1997).

Changes in political power. Republicans were the 
majority party in the House and Senate from 2016 to 
2018. However, the presidency changed from Democratic 
to Republican control following the 2016 presidential 
election. We therefore tested the association between 
political power and moral-language use by adding a 
dummy variable to our mixed-effects models that coded 
whether each tweet was posted before or after the 2016 
presidential election. Moral-language use by both Demo-
crats and Republicans was higher in the postelection time 
period (i.e., after November 8, 2016). However, this dif-
ference between time periods was larger for Democrats 
than Republicans (ps < .001) for every foundation and 
aspect except harm-virtue (where it was equally large for 
both parties). For Democrats, coefficients (bs) for pre- 
versus postelection differences ranged from 0.17 (harm-
virtue) to 0.45 (harm-vice and fairness-vice), all ps < .001. 
In contrast, for Republicans, the largest coefficient increase 
was 0.22 (fairness-virtue), and in several cases pre- versus 

postelection differences were very small (bs < 0.10), 
though still statistically significant. Table S3 in the Sup-
plemental Material shows statistical tests from mixed-
effects models of the differences in moral language 
between time periods and their interactions with party.

We next tested whether moral-language use showed 
a discontinuity specifically on election day (November 
8, 2016) with an interrupted time-series analysis (Wagner, 
Soumerai, Zhang, Ross-Degnan, 2002). These analyses, 
which are reported in detail in the Supplemental Mate-
rial and depicted in Figure 2, show positive and signifi-
cant discontinuities for Democrats for every foundation 
except harm-virtue. The pattern for Republicans was 
much more mixed. For some foundations and aspects, 
moral-language use increased, but for others it did not 
change significantly or even decreased.

Topic models. Finally, we conducted an exploratory anal-
ysis of whether different topics of discussion were associ-
ated with the use of particular kinds of moral language 
and with political ideology. We did this using a structural 
topic model (Roberts et al., 2014), a variation of the pop-
ular latent Dirichlet allocation (Blei, Ng, & Jordan, 2003) 
that allows for the inclusion of additional document-level 
metadata that may alter either the prevalence or the content 
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of topics. We fitted our structural topic model using the 
stm package in R (Roberts, Stewart, & Tingley, 2019). Our 
final model had 77 topics. We included political affiliation 
and a dummy-coded variable of whether the tweet was 
made before or after the 2016 presidential election as 
topical prevalence covariates, along with the tweet’s simi-
larity score for each of the 10 moral foundations and 
aspects. These covariates and their interactions were sig-
nificant for almost all topics, and an inspection of the top 
words and tweets for each topic revealed that the topics 
were interpretable and reflected meaningful facets of 
political discussion (see Table S8 in the Supplemental 
Results). This suggests that, as expected, there are differ-
ences in the topics for which moral language is used, the 
topics that are discussed by Democrats and Republicans, 
and the topics that were discussed before and after the 
election. These differences are plotted in Figures S4 
through S15 in the Supplemental Material. Figure S3 in 
the Supplemental Material shows the semantic coherence 
(a measure of topic quality) of these topics.

Discussion

Posts from Democratic lawmakers’ accounts consis-
tently used more moral language relevant to all moral 
foundations. Partisan differences increased after the 
election of Donald Trump because of a substantial 
increase in moral-language use by Democrats in the 
postelection period. Thus, ideological differences in 
moral-language use were inconsistent with moral-foun-
dations theory (which predicts that authority, loyalty, 
and purity should be referenced more by Republicans 
than Democrats), and they varied over time. In Study 
2, we examined the relationship between political 
power and moral-language use in a different corpus 
over a substantially longer time period.

Study 2

In Study 2, we analyzed the U.S. Congressional Record, 
which contains transcripts of the debates and proceed-
ings of the U.S. Congress. Congressional transcripts are 
commonly used to study the speech of legislators (e.g., 
Gentzkow, Shapiro, & Taddy, 2019; Thomas, Pang, & 
Lee, 2006). Unlike tweets, congressional transcripts are 
available over a much longer period of time. This 
allowed us to test the effects of shifting political power 
on moral-language use as the parties gained and lost 
control of the presidency, House, and Senate.

Method

Data and code availability. We used a data set of the 
U.S. Congressional Record that parses the text by speech 

and includes metadata on speeches and their speakers 
(Gentzkow et al., 2019). We restricted our analyses to the 
97th Congress (beginning January 3, 1981) onward, 
because our hypotheses concerned moral-language use by 
the minority party. Between the 72nd Congress (beginning 
March 4, 1931) and the 97th, Democrats had nearly unbro-
ken control over both the House and Senate. Thus, for 
these years our analyses would have confounded minority 
status and party. Additionally, before the civil rights era in 
the 1960s, the ideological composition of the two parties 
was different enough that analyses of partisan differences 
would not be particularly meaningful across longer periods 
of time (Brady & Stewart, 1982).

The data set we used ends with the 114th Congress 
(ending January 3, 2017), so all our analyses were of the 
97th to 114th Congresses (i.e., January 3, 1981–January 3, 
2017). The full-text Congressional speeches data set is 
available at https://data.stanford.edu/congress_text. R 
code for all analyses is available at https://github.com/
yoelinbar/moral-language.

Moral-language analysis. As in Study 1, we used DDR 
(Garten et al., 2018) to compute the semantic similarity 
between each speech and the positive and negative 
aspects of each moral foundation. We again found good 
agreement (mean F1 score = .791) between human coders 
and the DDR scores (see the Supplemental Material for 
details).

Results

Analytic strategy. Our analytic strategy was similar to 
that of Study 1. We again used mixed-effects models to 
account for nonindependence of observations. These 
models included random intercepts for speakers and for 
Congresses (in the modern era, a single Congress lasts 2 
years and consists of two sessions in consecutive years). We 
again fitted separate models for each foundation and aspect, 
resulting in 10 models for each analysis. Initial models failed 
to converge, so we computed the per-Congress average 
similarity scores for each speaker (in other words, we 
treated all speeches given by an individual in a single 
Congress as a single observation). After this change, every 
model converged and showed acceptably low levels of 
autocorrelation in the residuals.

Partisan differences in moral-language use. As in 
Study 1, we created a dummy variable for party (1 = 
Democrat, 0 = Republican). Table S9 in the Supplemental 
Material shows tests from mixed-effect models of the 
effect of party affiliation on moral-language use for each 
moral foundation and aspect. As in Study 1, when there 
were partisan differences in moral-language use, Demo-
crats tended to use more of it. However, differences were 

https://data.stanford.edu/congress_text
https://github.com/yoelinbar/moral-language
https://github.com/yoelinbar/moral-language


8 Wang, Inbar

much less consistent than in Study 1. Overall, Democrats 
used significantly more moral language in two categories, 
harm-virtue (b = 0.15) and fairness-virtue (b = 0.17), and 
there were no significant effects of political party in other 
categories. This suggests that the strong partisan differ-
ences we observed in Study 1 were specific to that politi-
cal environment.

Effects of political power. To test the association 
between power and moral-language use, we created 
dummy variables representing whether or not a speaker’s 
political party held control of their chamber of Congress 
(1 = yes, 0 = no). We ran mixed models assessing the 
effects of affiliation and political control separately for 
the House and Senate. Results of these mixed models are 
shown in Tables S10 and S11 in the Supplemental Mate-
rial. We found largely consistent patterns for the effects of 
political control. In the Senate, the minority party used 
more moral language for all foundations and aspects 
except fairness-virtue and authority-vice (where there 
were no significant effects) and authority-virtue (which 
was used significantly more by the majority party). In the 
House, the minority party used more moral language for 
all foundations and aspects except purity-vice (where 
there were no significant effects), fairness-virtue (which 
was used significantly more by the majority party), and 
authority-virtue (which was used significantly more by 
the majority party). These results are shown in Figures 3 
and 4. To determine whether party affiliation moderated 
the effects of political control, we compared models that 
contained only main effects of political control and party 
with models that also included an interaction term 
between the two. Likelihood-ratio tests comparing each 
set of models found no significant improvements in 
model fit from the inclusion of an interaction term for 
any model, indicating that the effects of political power 
on moral-language use was not moderated by party.

We also tested for cross-chamber effects—that is, 
whether party control of the other chamber of Congress 
affected a speaker’s moral-language use, controlling for 
minority status in the speaker’s own chamber. We found 
a significant cross-chamber effect for authority-virtue 
in the Senate, and no other significant effects in the 
Senate. Cross-chamber effects were significant for five 
moral-language categories in the House, but effect sizes 
were small (ranging from b = 0.055 to b = 0.083). Like-
wise, we tested whether the speaker’s party controlled 
the presidency and found significant effects for four 
categories: The minority party used more moral lan-
guage related to fairness-virtue, fairness-vice, and 
authority-virtue, and the majority party used more 
moral language related to loyalty-virtue, again with 
small effect sizes (b = 0.048 to b = 0.072). Full results 
of these models are in the Supplemental Material.

Overall, then, relationships between party control 
and moral-language use were most consistent and 
strongest for control of the speaker’s own chamber of 
Congress: When speakers were in the minority in their 
chamber, they tended to use moral language more.

General Discussion

We examined ideological differences in moral-language 
use and whether these differences vary over time as 
political power shifts. In Study 1, in which we examined 
all Twitter posts from members of Congress from Janu-
ary 2016 to 2018, we found that Democrats used more 
moral language than Republicans across all moral foun-
dations, including binding foundations, and that these 
differences increased after the election of Donald 
Trump. In Study 2, in which we examined 36 years of 
Congressional transcripts, we found that Democrats 
used two kinds of moral language more overall (harm-
virtue and fairness-virtue) but also that partisan differ-
ences in the use of most moral language fluctuated over 
time because minority-party legislators in a chamber 
used more moral language of most kinds.

Theoretical implications

Assessing the moral concerns of laypeople via self-
report consistently shows that conservative respondents 
see the binding moral foundations (loyalty, authority 
and purity) as much more morally relevant than do 
liberal respondents (Graham et al., 2009). On this basis, 
one would expect that conservative elites would refer-
ence the binding foundations more than liberal elites 
do. Some investigations of elite moral-language use 
have found this pattern, at least in part (e.g., Clifford 
& Jerit, 2013; Graham et al., 2009, Study 4), but others 
have not (e.g., Frimer, 2020; Sagi & Dehghani, 2014; 
Sterling & Jost, 2017).

Together with this previous research, our findings 
suggest that self-report ratings of relevance cannot be 
straightforwardly extrapolated to the moral language 
used by elites. However, our results suggest some 
promising possibilities for theoretical refinement. We 
found that moral-language use changes over time as 
parties’ political fortunes rise and fall, so it is likely too 
simplistic to treat observed ideological differences in 
morality as static. For a better understanding of ideo-
logical differences in moral language, theorists need to 
acknowledge that any differences may shift over time 
and that differences at a specific time may not be gen-
eralizable to other time periods. Ideally, theorists should 
model the effects of specific influences as they change 
over time, as we did here for political power. For exam-
ple, liberals and conservatives might use different moral 
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language in response to domestic crises, conflicts with 
foreign adversaries, or power struggles among different 
branches of government. Of course, it might also be that 
liberals and conservatives use moral language in 
response to these events similarly (as we found to be 
the case for political power). In either case, however, 
our theoretical understanding will be enhanced by treat-
ing moral-language use as dynamic rather than static.

Open questions

In Study 2, we observed the strongest and most con-
sistent power effects for party control of legislators’ 
own chambers. Effects for control of the presidency 
were much smaller and less consistent. This contrasts 
with Study 1, in which we observed significant increases 
in the moral language used by Democrats across all 
categories after the 2016 election. This suggests that 
there may be something unique about the Trump 
presidency—perhaps the fact that Trump, himself, is 
especially polarizing (Dugan, 2018) or the fact that 
Clinton was widely expected to win—that increases 
moral-language use beyond the level one would expect 
in a more normal political environment. It is also pos-
sible that the medium of communication—Twitter posts, 
rather than Congressional debates and proceedings—
may be responsible for some of these differences. Both 
of these questions are promising ones for future research.

Although minority-party members generally used 
more moral language across most categories, this was 
not true for all types of moral language in both cham-
bers. Although it was uncommon for the majority party 
to use more moral language, one exception in both the 
House and Senate was the authority-virtue category. 
This category includes concepts such as respect for 
authority figures and obedience; its greater use by the 
majority party therefore seems reasonable. However, in 
future research, topic modeling or similar approaches 
should be employed to better understand what is being 
discussed when moral language is used and how this 
changes over time.

Future directions

For our Twitter data set, we conducted an exploratory 
analysis (reported in the results of Study 1) using struc-
tural topic models to determine whether different topics 
of discussion were associated with particular kinds of 
moral language. We found that different topics were 
indeed associated with different kinds of moral lan-
guage for Democrats and Republicans (see also Sterling 
& Jost, 2017). Moreover, Democratic and Republican 
lawmakers differed in how likely they were to tweet 
about specific topics, and topic prevalence changed 

over time (see Figs. S2–S14 in the Supplemental Mate-
rial). These preliminary results suggest that tracing the 
rise and fall in prevalence of particular topics over time, 
and the different moral language these topics evoke 
from liberals and conservatives, is a promising avenue 
for understanding ideological differences in morality.
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